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Abstract

This exploratory mixed-method study examines whether
artificial intelligence (Al) and machine translation (MT) are
replacing human translators or serving as productivity tools
within professional workflows. Drawing on a literature review,
a comparative translation task, and a survey of 49 professional
translators across Iraq, the Iraqi diaspora in Europe, and the
Middle East. The study finds that Al excels in speed and cost,
but continues to underperform in context, idiomaticity, and
cultural nuance. Most respondents (88%) favor using MT for
first drafts followed by human post-editing, indicating a
collaborative rather than substitutive role for Al The
comparative component, translating a single 500-word English
passage into Kurdish via Google Translate and a professional
translator, corroborates these perceptions. While MT produced
fluent output, it failed in dialectal sensitivity and culturally
bound expressions. Given the modest sample size and narrow
comparative corpus, findings should be interpreted cautiously
and viewed as hypothesis-generating. Additionally, the study
analyzes a translated excerpt from Barack Obama’s inaugural
speech to illustrate the limits of Al in handling rhetorical style,
idiomatic nuance, and cultural adaptation. Overall, results
support positioning Al as an assistive technology that augments,
rather than replaces, human expertise in translation.

Keywords: Machine translation, Al, post-editing, professional
translators, Pre-interpretation.
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1. Introduction

Artificial intelligence (Al), particularly neural machine translation (NMT),
has transformed the way translation is practiced today. Platforms such as DeepL,
Google Translate, and Amazon Translate now produce fluent, near-instant results,
reducing the time between draft and delivery (Wu et al., 2016). However, this
progress raises an important question: are these systems replacing human translators,
or are they becoming tools that enhance human expertise?

Despite notable advances, machine translation still struggles with the
subtleties that define high-quality translation. Context, tone, idioms, and cultural
meaning often require human interpretation and ethical awareness that automated
systems cannot fully replicate. These challenges directly affect translators’
professional roles, from post-editing workloads to quality assurance and
accountability.

This study examines both the potential and the limits of Al-powered
translation, focusing on the Kurdish language as a test case. It employs a mixed-
methods approach: (1) reviewing existing literature on machine translation
performance and professional use; (2) comparing Kurdish translations of a 500-word
English passage and Barack Obama’s inaugural address produced by Google
Translate and a professional translator; and (3) surveying 49 professional translators
from Iraq, Europe, and the Middle East. Together, these analyses explore accuracy,
cultural nuance, cost, and professional perception.

While neural machine translation improves speed and consistency, it cannot
fully replace human translators in contexts requiring cultural sensitivity and
interpretive depth. The study hypothesizes that the most effective model is a hybrid
workflow where human expertise guides and refines machine output.

2. Literature Review

The scholarship on artificial intelligence (AI) and translation spans a
continuum from optimism to caution. Neural machine translation (NMT) has been
widely recognized for its gains in fluency, grammatical cohesion, and reduced post-
editing effort compared to phrase-based models (Bahdanau et al., 2015; Castilho et
al., 2017). These advances are most visible in high-resource language pairs, where
training data is abundant and contextual prediction is more robust.
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However, persistent shortcomings remain. Studies emphasize that NMT
struggles with disambiguation, idiomaticity, and pragmatics, dimensions central to
communicative adequacy (Burchardt et al., 2017; Gaspari et al., 2021). Research on
culturally loaded texts, literary translation, and specialized domains such as law or
medicine consistently shows that MT falls short of professional standards
(D’Halleweyn & Vanroy, 2022). This issue is especially visible in the translation of
political speeches such as Obama’s inaugural address, where cadence, emphasis, and
metaphorical language exceed the capacity of machine literalism. “Translation is not
merely semantic transfer but also involves negotiation of style, tone, and socio-
cultural resonance, which remain difficult to automate.

Concerns also extend to the translator’s role and professional development.
Koponen (2016) and Moorkens et al. (2015) highlight a “deskilling effect,” where
routine post-editing reduces opportunities for strategic linguistic decision-making
and creativity. This professional risk is offset by other findings: Schaeffer and Carl
(2021) show that translators who use Al as a productivity aid exhibit higher cognitive
engagement, while Wang (2023) stresses that human oversight is indispensable in
translator training for maintaining critical thinking and cultural awareness.

Adoption studies reinforce the “supplementary” rather than “substitutive”
status of MT. Presas, Cid Leal, and Torres Hostench (2016) report that approximately
47% of Spanish language service providers use MT, typically for fewer than 10% of
projects. More recently, the European Language Industry Survey (2024) indicates
that 62% of agencies plan to upskill staff in machine translation post-editing (MTPE),
underscoring a trend toward hybrid workflows.

Overall, the literature identifies three interrelated themes:

1. Technological Progress: NMT delivers notable fluency and efficiency
improvements compared to previous MT models.

2. Persistent Gaps: Idiomaticity, cultural nuance, and domain-specific
terminology continue to elude automation.

3. Professional Reconfiguration: While Al accelerates draft production,
human translators remain essential for contextual precision, cultural
alignment, and quality assurance.

This review highlights the importance of evaluating Al not only on technical
grounds (speed, accuracy) but also in relation to its socio-professional implications,
particularly in contexts such as Kurdish, where dialectal variation and cultural
embeddedness amplify the limitations of MT.
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3. Methodology

This study employs a mixed-methods design to examine the role of artificial
intelligence (Al) and machine translation (MT) in modern translation practice. The
approach integrates a comparative translation task; in addition to the 500-word
comparative passage, an excerpt from Barack Obama’s 2009 inaugural speech was
selected for translation into Kurdish (Sorani). These texts were chosen due to their
rhetorical density, idiomatic language, and cultural resonance, and a surveyed of
professional translators. Although the data set is modest, the design provides both
empirical and perceptual insights, positioning the research as exploratory rather than
conclusive.

3.1 Research Design
The study adopts a descriptive—comparative design. Its dual objectives are:

1. To evaluate the performance of MT versus human translation in a controlled
task.

2. To investigate professional translators’ perceptions of MT and its implications
for their work.

By combining textual analysis with survey evidence, the methodology aligns with
the guiding research questions concerning accuracy, cultural nuance, and
professional adaptation.

3.2 Data Collection
3.2.1 Comparative Translation Task

A single 500-word English passage was translated into Kurdish by (a)
Google Translate and (b) a professional human translator. While this narrow corpus
constrains generalizability, it provides a focused case for exploring contextual,
idiomatic, and cultural accuracy.

The outputs were assessed on four criteria:

Accuracy — Faithfulness to the source text.

Clarity — Comprehensibility and naturalness of expression.

Meaning preservation — Semantic integrity and nuance.

Cultural and idiomatic adequacy — Sensitivity to idioms, metaphors, and

Sl e
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Kurdish dialectal variations.

Examples of both Al errors (e.g., literal rendering of idioms such as “kick the
bucket”) and human adaptations (use of Kurdish equivalents) were recorded to
illustrate systematic differences.

3.2.2 Survey

An online questionnaire was distributed via professional translator networks in
Iraq, the Iraqi diaspora in Europe, and the Middle East. A total of 49 valid responses
were collected. While the sample is relatively small, it reflects perspectives from
diverse regional and professional contexts.

The survey included both closed and open-ended questions on:

e Frequency and contexts of MT use.

e Perceived advantages (speed, cost) and disadvantages (loss of nuance, job
insecurity).

e Attitudes toward post-editing and hybrid workflows.

e Skills required for translators to remain competitive in the Al era.

Ethical standards were maintained by ensuring informed consent, voluntary
participation, and anonymity of respondents.

3.3 Data Analysis

Both quantitative and qualitative approaches were employed to provide a
comprehensive understanding of the data. This dual analysis aimed to capture not
only statistical trends but also the contextual and experiential dimensions of
translation practice.

3.3.1 Quantitative Analysis

e Survey responses were analyzed using descriptive statistics (percentages and
frequency distributions).

o Translation evaluation used a percentage-based error categorization system.
Errors were classified under categories (accuracy, clarity, idiomaticity, and
cultural adaptation), and their relative frequencies were calculated.

3.3.2 Qualitative Analysis

e Survey open-ended responses were thematically coded for recurring
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concerns (e.g., de-skilling, loss of creativity, benefits of hybrid workflows).
e Comparative task analysis focused on idioms, tone, and dialectal
expressions, with illustrative examples included in the findings.

By integrating both quantitative and qualitative strands, the methodology
seeks to clarify not only how MT performs, but also how professionals experience
and evaluate its role in translation practice.

4. Survey Results

A total of 49 professional translators participated in the study. Their
responses highlight both the opportunities and challenges of MT adoption.
Interestingly, 77% of surveyed translators argued that Al tools fail in capturing
cultural and rhetorical nuance. This finding was reinforced by the Obama speech
task, where MT produced mechanical outputs, whereas the human translator
preserved rhythm and metaphor.

Table 1. Frequency of MT Use

Frequency Percentage of respondents
Daily 29%
Weekly 22%
Occasionally 23%
Never 26%

These results indicate that more than half (51%) use MT at least weekly, reflecting
its integration into professional practice.

Table 2. Perceived Advantages vs. Limitations of MT

Dimension Advantage %  Limitation %
Speed & Efficiency 60% 11%
Cost Reduction 52% 15%
Accuracy & Reliability 21% 63%
Cultural Nuance 9% 77%
Job Security Concern — 49%
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Overall, respondents recognized MT’s speed and cost benefits, but were
skeptical of its adequacy in cultural, idiomatic, and ethical dimensions.

RQ2 Connection: This supports the view that translators see MT as a productivity
aid rather than a replacement.

4.2 Comparative Translation Task Analysis

The evaluation of the 500-word English passage translated into Kurdish (by
Google Translate vs. a professional translator) showed systematic differences.

Table 3. Error Categorization in Al vs. Human Translation

Category Al Translation Human
Translation

Accuracy errors (misrendered 12% of 2%

meaning) sentences

Clarity issues (awkward phrasing) 18% 4%

Idiomaticity errors (literal idiom 27% 0%

rendering)

Cultural misalignment (tone, register, 22% 1%

dialect)

Ilustrative Examples:

e Idiom “kick the bucket”: Al rendered literally (“cfiw 54587, producing
incomprehensible output. The human translator replaced it with the culturally
appropriate Kurdish idiom “o_utd s )/ ol 47,

e Tone misalignment: The AI used stiff, mechanical phrasing in passages
describing emotional resonance. The human translation preserved nuance and
metaphorical language.

e Dialect sensitivity: Al occasionally mixed Kurmanji and Sorani terms,
resulting in hybrid expressions that no native speaker would use naturally.
The human translator consistently used Sorani Kurdish, appropriate to the
target readership.

RQ1 Connection: These findings demonstrate that while Al achieves surface
fluency, it lacks idiomatic adaptability and dialectal awareness—areas central to
professional standards.
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4.3 Visualization of Findings

In response to reviewers’ concerns, multiple figures are included (to be
formatted in the final submission):

Figure 1. Bar Chart: Frequency of MT use by translators.

Figure 1. Frequency of MT Use by Translators

Percentage of Respondents

Daily Weekly Occasionally Never
Usage Frequency

Figure 2. Pie Chart: Distribution of perceived limitations (cultural nuance,
accuracy, job insecurity).
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Figure 2. Distribution of Perceived Limitations of MT

Other

Job insecurity

Cultural nuance

Accuracy

Figure 3. Comparative Table/Bar Chart: Error percentages in Al vs. human
translation (accuracy, clarity, idiomaticity, culture).

These visualizations provide clarity and transparency, ensuring alignment
with the research objectives.

Figure 3. Comparative Error Rates: Al vs Human Translation

40 mmm Al Translation
[ Human Translation

Error Percentage (%)
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4.4 Interpretation
The survey and comparative task jointly confirm that:

e MT is widely used but cautiously.

o Human translators remain indispensable for cultural, idiomatic, and dialect-
sensitive contexts.

e A majority (88%) favor hybrid workflows—MT for drafting, humans for
post-editing.

RQ3 Connection: The results support the conclusion that AI’s most effective
role is as an assistive tool, particularly in combination with human post-editing,
rather than as a full substitute.

These  findings Figur.4 reinforce results from Massey and

Survey Results: Translators' Perspectives on Al and MT Tools

22.1%

14.1%

Survey ltems
Use MT Tools in Workflow (74%
21.3% Support Post-Editing for Qualit
Believe Al Boosts Productivity
Concerned About Job Security
17.2% Believe Al Lacks Cultural Deptl

25.3%

Ehrensberger-Dow (2020),

who emphasize that professionals view Al as an assistant, not a rival.
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5. Discussion

Artificial intelligence (AI) and machine translation (MT) have transformed
translation practice by improving speed and cost-efficiency. Yet, questions about
accuracy, cultural adaptation, and rhetorical competence remain central to
professional and academic debate. The present study combined quantitative survey
data and two qualitative comparative translation tasks: one based on a 500-word
technical passage (“The Role of Technology in Today’s World”) and another on a
rhetorical text ,an excerpt from Barack Obama’s inaugural address. Together, these
tasks allowed for a multidimensional assessment of AI’s linguistic, cultural, and
stylistic performance.

The translation of the 500-word text provided a neutral, informational
baseline for measuring Al competence in standard prose. Google Translate produced
an output that was grammatically coherent and semantically adequate for basic
comprehension. It handled straightforward sentences and technical vocabulary
efficiently, achieving high speed and consistency. However, its translation lacked
idiomatic flow and contextual flexibility, especially when confronted with nuanced
or polysemous terms. The human translator, in contrast, achieved higher fluency,
clarity, and stylistic appropriateness by making contextual adjustments. For instance,
where the Al rendered phrases word-for-word, the human version reformulated them
to fit natural Kurdish syntax and professional tone. This supports prior research
(Castilho et al., 2017; Gaspari et al., 2021) showing that while neural systems
perform well in formal registers, they still struggle with contextual reasoning and
pragmatic cohesion.

The second task, translating Barack Obama’s inaugural speech excerpt, was
chosen for its rhetorical complexity, cultural allusions, and emotional resonance. This
text exposed the deeper limitations of Al translation beyond grammar and
vocabulary. The Al output remained literal, producing mechanically correct but
stylistically flat sentences that failed to capture rhythm, emphasis, and moral tone.
For instance, the repetition in “These things are old. These things are true.” was
rendered monotonously, losing the persuasive cadence and solemn rhythm of the
original.

Similarly, idiomatic expressions such as “fair play” and “the quiet force of
progress” were translated literally, resulting in ambiguous or awkward phrases. The
human translator instead restructured these ideas into culturally coherent Kurdish
expressions that conveyed fairness, dignity, and perseverance. This adaptation
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required interpretive judgment and rhetorical awareness, capacities that remain
uniquely human.

By juxtaposing the 500-word technical text with the Obama speech, the study
reveals two distinct but related dimensions of machine translation performance. In
technical or expository contexts, Al delivers efficiency and acceptable literal
accuracy, functioning as a practical aid for draft production. However, in rhetorical
or emotive contexts, where meaning is shaped by tone, rhythm, and cultural
connotation, Al fails to meet communicative expectations.

This contrast underscores a critical finding: translation competence cannot be
separated from human cognition, empathy, and sociolinguistic sensitivity. The human
translator does not merely transfer words but interprets purpose, audience, and
emotion. The survey results reinforce this conclusion — 77% of respondents believed
Al could not handle cultural nuance, and 88% preferred using Al for initial drafts
followed by human post-editing.

The dual-text analysis confirms that AI’s strength lies in speed and
consistency, while its weakness lies in context and creativity. For languages such as
Kurdish, characterized by rich idiomatic variation and multiple dialects, machine
systems often produce hybridized or inconsistent outputs. Human translators, by
contrast, display adaptive competence, selecting vocabulary appropriate to the target
dialect and social register.

Ultimately, the combined findings of the 500-word passage and Obama’s
speech demonstrate that effective translation depends on collaboration between
computational power and human judgment. Al may assist in drafting and
standardization, but the human translator remains indispensable in producing
meaning that resonates emotionally, culturally, and ethically with the audience.

6. Conclusion

This study investigated whether Al-driven translation tools can replace or
complement human translators by examining both a 500-word technical text and a
culturally loaded rhetorical text, Barack Obama’s inaugural address. The results
reveal a consistent pattern: Al excels in structural accuracy and efficiency in technical
domains but fails to capture the cultural, idiomatic, and rhetorical depth found in
expressive language.
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The 500-word passage showed that machine translation performs adequately
in informative, straightforward contexts, while the Obama speech highlighted its
deficiencies in emotion, tone, and metaphor. Across both cases, human translators
demonstrated superior ability to interpret intent, manage cultural meaning, and
maintain stylistic coherence.

Survey results further confirmed this hybrid perspective: most professionals
view Al as a useful drafting tool rather than a replacement. The emerging translation
model is therefore collaborative, combining AI’s computational speed with human
insight and cultural intelligence.

In conclusion, Al may translate words, but only humans translate meaning.
The profession’s future lies not in competition but in partnership, where translators
integrate technology without sacrificing linguistic creativity, ethical awareness, or
cultural authenticity.
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Appendix A: 500-word text translated into Kurdish by a Human and Al
Text Title: The Role of Technology in Today’s World

In today’s rapidly evolving world, the role of technology in communication has
become more essential than ever. From instant messaging to real-time video
conferencing, digital platforms have transformed the way people connect across
cultures and borders. Among these innovations, machine translation tools like Google
Translate have gained immense popularity due to their speed and convenience.
However, while these tools offer quick translations, questions about their accuracy
and contextual understanding remain. Language is not just a collection of words, it’s
a reflection of culture, emotion, and social norms. For example, idiomatic
expressions such as “kick the bucket” or “spill the beans” have meanings far removed
from their literal definitions. A human translator, aware of cultural nuances, can
interpret such phrases appropriately, whereas a machine might translate them word
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for word, leading to confusion or miscommunication. The importance of accurate
translation becomes even more critical in professional fields such as healthcare, law,
and education. A single mistranslation in a medical report or legal contract can lead
to serious consequences. In these contexts, the role of the human translator remains
indispensable. Not only do they understand linguistic subtleties, but they can also
detect tone, intent, and implied meaning. Nevertheless, artificial intelligence has
shown promising development in recent years. Neural Machine Translation (NMT),
the backbone of modern tools like Google Translate, uses deep learning models to
predict entire phrases rather than translating word by word. This has significantly
improved fluency and grammatical correctness. In many common language pairs and
general topics, MT can now produce near-human quality translations. Still,
challenges persist. MT struggles with low-resource languages, slang, regional
dialects, and highly technical content. It cannot also ask clarifying questions or seek
context beyond the text. This limitation becomes particularly problematic when
translating into languages like Kurdish, which contain multiple dialects and a rich
cultural backdrop. That said, collaboration between human translators and Al tools
offers a promising path forward. Many professionals now use MT to generate initial
drafts and then apply post-editing to refine the output. This hybrid approach
combines the efficiency of machines with the critical thinking and cultural insight of
human translators. Ultimately, the goal is not to replace human translators, but to
empower them. By embracing technology as an assistant rather than a competitor,
the translation profession can evolve to meet modern demands without sacrificing
quality. The future of translation may very well depend on this synergy between
human intelligence and artificial intelligence. This partnership honors the complexity
of language while embracing the power of innovation.

Kurdish: AI Level of translation
Ja g padd g Al L glads J g, 0 ol LAldady
iy oo sAuiilS Al al i) Ka8 g s e sy Al Lin S 5 iR g S il 4]
Ol s st 5 s siMS Ol s Al (e st (5480 4l o3 S (50138 Jlianad (g sla rAas ¢ 33 sl
@t ARl 4 05 8 s S8 oy (Sallegis S8 ey (S el ey ISR pas
4 GREASE 5 ) ) 4 Sl AAs sy epea | 15 e g adledd (Vi s Ll 5 o i
“Kick sadiss (Aisgai 33 Adge ) 5 Codd 5 g silS (AL dedd A ST R L Gla ) (0 5e e
A8 ijye 68 s o) A8 lle Al o550 lilSalile “spill the beans” ohthe bucket”
52 bl gied it aVAy (a5 50 (5485 ) 43 < R o g SA 5 5 Cubl giod s (55 5TS My 51l &E

81



Human Translation vs. Machine Translation... Ahmed Q.

Al Caiied ) s a3 (Al g KGR e (5 928 5 adda (liia IS4 4S ey 48 Ay 4s 4
il gind o g0 (el il ()l (S S5 )y Al 31 58 oy g 500 5 ala o o s Ay s ) s
(oo ) il o Lgias (s o 5) Saiinantils (83 8 55 30 (5 )8 po g el ) ool )55 B 5 atianSy
NS P (st i (o ) ¢y o . K e s slile s il 31 il o s ¢ ila
S B Caiiias 84y cayi b (il ) g 5 JlSe 5l el 3 Ky ¢ (NMT)semte 055 (8 o s
il 5 g0y 05538 SRS el Adig 4 iy 4 Sapidl o B R S S i 50 58 osidi
Soy iy Gl 8 ey il FeaMT Sy aialy 5 S sidisle adle) 54,3 A . Hssy
ale) Ao cogla Au-pdS JSale) Al 4 a8 MT (b 48 Udia o« Siga Ab 53 e
ot S (ge e (EASE Ol sy ey il 50 Lo g s SIS (S35l Syl
SO sMS 5 AALE 35 Saila)) 48 iy A%en (5368 4y 4S8 i 4y (ed SGR 55 4l g s
030 Aw s ed i 68 AT (SSe ) el 5 i3 ye (SR o5 () s Al 5o S IS sl ¢ Sy 4 gl
P00 Sl 5 (5 - iy (aSed Ll 5 Sl (s s 5 G IS4 MT Uil 6 S35y
R e 5 50 A pas eailald (i3S Al B 5 e EEAKE 4 Calliddes Cudiie ol J\S o 5l SIS 6K
(st (LB Ay (S5 Sy poaiias )l So g i SIS 30 Sk 4y 4dlia S Jiady Sl i B 5 e
Cuied AR ey sasaly S o stiy SedS o 4y S ()R il on (il R e
A e (5 ) 48 S sy Siuod (0 1) 5 (B30 (S0 ) M Al il ey

OB g 4 Qlaed a9 Glaealy

Title: Human Touch vs. Machine Efficiency in Translation
Human-Level Kurdish Translation:
125 el lean Al L5 385 5 1300 (Al

s g i) ool Al s jSmie sty 4l L5 hiSas (5 ) clon 454 ) s 4 aS 1 et lgaa 4l
OBl 43850 chaaidainl ) (S Al il B35S 5ad 5o pis ()L sl Al (e iy S
AN pdi i Al o g )R 1aSs 5 gin 5 55l S (5 tanil s Al GLSIAR 52 K00 sty 5 ) s
B oAy IS 5 R st KR G185 Soy 5l S8 ey (ASe )l
OMSolm gy ((ASen (ASEL 1A (R oy 43 el pd 12SHS Al Va0 sliigiundty Gl iy
Ay e 38 Lt (e ) Lo sAdiiand | 5 A 0SS 3S (g0 il sp Al QLEAEE 5 a5 4 ol
Ay ged Algsad Jr oo ALGSAYAG S A Aipld 5 Cuda 5 sl oo il Sl aus
OLlSaSo )l slla ado 3l sl 35 (sASUiLe " 5 4S5l () Mol aSalian! (Ko 5 HSAS e g
S 538 43 43 3) Ao oy n pdd il giod AdlSa 551l S b 3lals (g I A8 5 e (SR ey
O (o) sl s (g3 Adin 5 i B gy s 4o Ay Sl 48y 1SS Al o silasl gl
203 30 5 A 5 Ly s 5 2345 (5 3 sla o5 (S o ) 53 4 35 (8 o5 (S Rakaa Ly o e
il o oy St B 0l Sy oy Al e I8 oy Sy Cues B R i eaiin
(S0 ATHia0d Cany g So s S e 5 8 oy (A5 10le sin ) sn sl Lo sl ASl (5208 (43 S
OiilSo 5) S Jlals Ula 5 Casda 5 05 Gl siod Sy (8o (Sl stila ) Apind s 4l s
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> A 33y (Phddatia s (SAAIAS Lol 53 AT pal 3 Suind (So ) ¢ 345 (51 o _oms, (S Lo
Al K S o5 Koy S 1 50 0 )l iy (50 3 2 4S (NMIT) G508 5 el (SIE o5 o s
Ay Ay iy I ey S 1S 3 sised (5 ) A5 (30 Sy 5 Cuiaes JS4 g B g s g
O\So gl Aila ) 4 g g A1 S35 4 o558 AL sl o (S i 4y (e i) (el 548315y e
Lidia Cutigy pdd oy E5pe Al S IS 8 ey il e MT Uiih i ilSaially
S5k S Lo ) ) ey e 1S sha rus paS aile ) JASAIMIT .yl 02 0 OMSag JSalls
IS 58 (g o3 Ol S0 3 ) 5 (5 ol 4 (50 545 5L 55 Lo 5 Ad (ClSed Ca g )3 4BS (SiSaS 5
G358 So g ASalay 5 O R jo g (S 4D A 4 4 S 10 ) 5 shun s ASABY (g0 g0 4l i 1S
SISl (i s 5 AS AL atian ot jRod 3aal (5 ) 5 5il oS (sared] o3 (SRS 5l e sl (paiy 4S
S50 Lialh o sty o S BASUiy Giddaia 58 SASG ) AT (Ao ) el 5 250 18 e s ) s
)33 (3 S Sued il 5 5 (o ps (gau g siio ) (30 Sy )2 5 (siiwed S MT (S a8y 4l
0l Ry (50 130 Sy JA&Ad (16 yials ) IS Al 3y ah aSaalaial o 05V 50 (0 Siadaia
3mSR s (s Sn ilall a3 Al ey JaSE i3 e (SR o5 55518 il s
by SEAIS ) Sop S S el Sop Lslisas 5 K o5 4y Al S iady S g
4 s so s o S adain IS4 1 e A IS) 5o (o sAS 5 e g il gy O 58 o
S 5 3m So ) Ol s Al A S sla s iy (2l 35 O 8 ey s s silala 4By il i) S
o sl Al Liala (5 in 1S Gledn 4l 5 i Ron ey (530 4l i AS S sl i 103 Ko

A Ko

The diagram below shows why Human Translation is more accurate

Figure NO.5

Accurately translated idioms Literal translation of idioms
& metaphors — confusing or incorrect

Preserves mood, emotion, Flat and mechanical
and tone of original language

Adjusts for Kurdish dialects Fails to distinguish between

and nuances dialectical ~or  regional
variations

Uses expressive and elegant Stiff, word-for-word

Kurdish rendering

Understands implications in
legal, medical, or educational
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Appendix B: Barack Obama’s Inaugural Speech (Excerpt)

English Source Text

“Our challenges may be new. The instruments with which we meet them may be new.
But those values upon which our success depends — honesty, hard work, courage,
fair play, tolerance, curiosity, loyalty, and patriotism.These things are old. These
things are true. They have been the quiet force of progress throughout our history.”

Al Translation (Machine Output)

S AV s G5 e ol 503 A (13 0 (i LSy A A4S s 31 el 0 558 i pSen lailSailas
SLQJ‘J‘)DJV M.'\\Jb}ﬂd\)d)\:\ c‘_g‘)..:\h (ddu 5 S 6@}?\:\““) c\:\ub}b}j\;\w@'j}ﬁﬁd\sdqud\g
A Oam FASEL (ol )U gi Ohsd cial) adledd (a0 3K ailedd (g o5 et s 5 (s Ul g

Jaila 5 5

Human Translation (Professional Kurdish Translation)

0 AV O e e sSen il lasla 4S il il g 4l Al o s s QlailSailaads 4K

o

) o 5 yAanld (S )b« s s B S (Kl ) - Al sy (5 ] Glaii AS s 4S sl
G 300 4 O Gl ) Al aad (535S Al add - (g e s ALY 5 (6 ) 5udd (il 508 (0 ) sal
7 s GRS (Ko s (5 i 4ali (555 5k

A jlaa) B oliall plSH) g8 anidl 140V daq il g Adludy) day il
Z\.AAJm hﬂdﬂ‘
Oal dana a8 daa
Bl i S eJa ) ddahall clalaiad Sl < eI Galadl)

i)
V) A il elihal) clSA S 1) Lagd ) saaetie ALESILN) Aul jall o328 Cans
daal yo ) 1l 5 gl Jandl i Cpann dalis] sl Ay Lagdh ol (s il Caen yiall Jae (Dlay
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1ok g ASEIL Ao yall i el g gl Ble) pa ol Ll W) Al s e 4091 G 5 Conil
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Ul et g Vlan) (AN B&T 5 danSlaa¥) 5 3l 5 o2 sl pn el b e lilana]
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